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The counterpropagation of two laser beams through wave mixing in nonlinear optics may lead
to spatiotemporal structures in the transverse beam profiles. We theoretically investigate the
self-organization process of structures that arise in a photorefractive wave-mixing configuration
with an external feedback mirror. The characteristic features mediated through the wave
interaction in a bulk medium are discussed. Our group developed a beam propagation method
that enabled us to perform numerical simulations beyond the first instability threshold. Primary
and secondary spatiotemporal patterns, caused by the sluggish temporal response of the crystal
in building reflection gratings, are observed. Analytically a Ginzburg–Landau equation for
the order parameter and the corresponding longitudinal eigenfunctions of transverse modes,
governing the propagation of the structures through the crystal, are derived and compared
with our numerical results in one transverse dimension. First results of hexagonal patterns in
two transverse dimensions are also presented.

1. Introduction

Ever since the initial experimental observations of
hexagonal patterns [Honda, 1993; 1995; Banerjee
et al., 1995] due to counterpropagation of two opti-
cal beams in photorefractive (PR) crystals, pattern
formation through PR two-wave mixing has become
a growing field of nonlinear optics [Odoulov et al.,
1999]. In particular, the formation of patterns in
a PR crystal with an external feedback mirror has
been the topic of a number of recent articles. Struc-
tures, such as stripes and squares, have also been
identified [Schwab et al., 1998; Denz et al., 1998],
and very recently experiments on the competition
of dynamical patterns [Denz et al., 1998; Mamaev
& Saffman, 1997] have been reported. Early ex-
periments were accompanied by theoretical analy-
ses of transverse modulational instabilities [Saffman

et al., 1994; Chernykh et al., 1997; Honda &
Banerjee, 1996]. However, there are only a few
theoretical investigations beyond linear instability.
In a paper by Lushnikov [1998] the stabilization
of hexagonal mode structures using an amplitude
equation formalism is explained.

In general, the cooperative effect of diffraction
and nonlinear beam coupling leads to the formation
of transverse patterns. The optical beams become
spontaneously unstable against transverse modula-
tions that start growing due to an absolute insta-
bility out of the initially smooth beam and grat-
ing profiles. The two-wave mixing between forward
and backward propagating optical beams induces
a refractive index grating which in turn couples
the beams by Bragg diffraction [Yeh, 1993]. Bragg
rather than Raman–Nath diffraction is present
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because of the finite longitudinal extent of the crys-
tal, i.e. a volume index grating is formed whose grat-
ing period is much shorter than the medium length.
Two-wave mixing, in principle, involves co- or coun-
terpropagating pump beams forming a transmission
or reflection grating, respectively. The orientation
of the crystal (i.e. one of the crystal’s main axes,
in solid state physics typically referred to as the
c-axis) determines which of the gratings is domi-
nant and provides the strongest coupling.

The model for the PR grating response orig-
inates from a charge transport model formulated
by Kukhtarev et al. [1979]. Rigorous solutions of
Kukhtarev’s nonlinear material equations are com-
putationally expensive [Singh et al., 1997]. In the
context of pattern formation through the interac-
tion of counterpropagating waves via reflection grat-
ings, it is particularly desirable to have an approx-
imation of the grating response which is as simple
as possible, but still good enough to account for the
most phenomena observed. Otherwise, this prob-
lem quickly becomes unwieldy and renders analyt-
ical and even numerical treatments extremely diffi-
cult, even in the limit of one transverse dimension
(1D).

The model of wave mixing introduced below is
capable of elucidating the temporal evolution of the
medium response, and has proven useful in the ap-
plication to the spatiotemporal pattern formation
through two-wave mixing and four-wave mixing in
PR media [Krolikowski et al., 1990; Belić et al.,
1995; Leonardy et al., 1996; Sandfuchs et al., 1998,
1999].

The setup for observation of transverse patterns
in two-wave mixing with reflection gratings and one
feedback mirror is presented in Fig. 1. The wave-
mixing process is described by the slowly-varying
envelope paraxial equations for the two beams
[Krolikowski et al., 1990; Yeh, 1993]

∂zA1 + if∇2
⊥A1 = −QA2 , (1a)

−∂zA2 + if∇2
⊥A2 = Q∗A1 , (1b)

where z is the propagation coordinate, scaled by
the crystal length L, f = L/(2k0w

2
0) is a measure

of the magnitude of diffraction and is proportional
to the inverse of the Fresnel number F = (4πf)−1.
k0 denotes the wave number in the longitudinal di-
rection within the crystal, and ∇2

⊥ is the transverse
Laplacian, scaled by the beam waist w0. Absorp-
tion losses have been neglected. Q is the amplitude
of the reflection grating, whose temporal evolution

Fig. 1. Two-wave mixing configuration in reflection geom-
etry, with a feedback mirror M. A1 is the pump and A2 is
the reflected beam, Q is the grating amplitude. z indicates
the direction of propagation and x represents the transverse
plane.

is described by a relaxation equation of the form
[Kukhtarev et al., 1979]

τ∂tQ+Q = Γ
A1A

∗
2

|A1|2 + |A2|2
, (2)

where τ is the relaxation time of the crystal, and Γ is
the wave coupling constant. The assumption is that
the dynamics of envelopes is slaved to the grating
amplitude, because of its slow evolution, and that
the spatial distribution of Q is determined by the
spatial distribution of the beam envelopes.

The paper is organized as follows: the main
part of the manuscript is devoted to pattern forma-
tion in one transverse dimension. Our investigation
proceeds along two tracks, analytical and numeri-
cal. In Sec. 2 we derive a Ginzburg–Landau equa-
tion using a multiple scale expansion and define the
pattern amplitudes and the corresponding longitu-
dinal eigenfunctions. Section 3 presents numerical
simulations of the full nonlinear model equations
and the comparison to the analytical results. We
discuss the basic features of the structure forma-
tion in order to understand the self-organization
process in this photorefractive wave-mixing system.
In Sec. 4 first numerical results of hexagonal pat-
terns are presented that spontaneously form in two
transverse dimensions (2D).

2. Multiple Scale Analysis

The self-organization process of patterns in the
system presented here takes place in a bulk medium.
The notion bulk medium refers to two conditions:
first, patterns arise with the symmetry being im-
posed by the bulk parameters of the medium with-
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out (or with negligible) influence by the boundaries,
i.e. the lateral geometry of the system is of mi-
nor importance. The transition from boundary- to
bulk-controlled patterns has been thoroughly dis-
cussed by Arecchi et al. [1993] for a PR optical
oscillator. Second, for the interaction in a crys-
tal, bulk medium emphasizes the fact that patterns
are formed within a medium of finite longitudinal
extent. As we have mentioned above, a volume in-
dex grating is built and within the crystal diffrac-
tion and PR nonlinear interaction take place simul-
taneously and are not locally separable. Outside
the crystal free space propagation and the feedback
mirror lead to a different transverse wave number
selection depending on the mirror distance via the
fractional Talbot effect [Tamburrini et al., 1994].

The modulated structures are formed in the
transverse plane and are observed at the output
faces of the crystal. To understand their forma-
tion and propagation within the medium due to the
interaction with the spatially modulated refractive
index and the cooperative effects of the transverse
modes, we perform a linear stability and a nonlinear
amplitude analysis of Eqs. (1) and (2), by consider-
ing the time and space evolution of deviations from
the fixed-point plane-wave solutions

A1;2(x, z, t) = A0
1;2(z)[1 + a1;2(x, z, t)] , (3a)

Q(x, z, t) = Q0(z)[1 + q(x, z, t)] , (3b)

where x is the transverse position vector scaled to
the beam waist w0. Upon substituting in Eqs. (1)
and (2), one obtains an equivalent set of nonlinear
wave-mixing equations

∂za1+if∇2
⊥a1 =Γ

1

1+r
(a1−a2−q−a2q) , (4a)

−∂za2+if∇2
⊥a2 =Γ

r

1+r
(a1−a2+q

∗+a1q
∗) , (4b)

τ∂tq+q=
(a1−a2)(1+a∗2)−r(a∗1−a∗2)(1+a1)

r(1+a1)(1+a∗1)+(1+a2)(1+a∗2)
, (4c)

where the z-dependent ratio of fixed-point in-
tensities is given by r = |A0

1(z)|2/|A0
2(z)|2.

Equations (4a)–(4c) are supplemented with the
boundary conditions

a1(x, 0, t) ≡ 0 (5a)

a2(x, L, t) = (FT )−1[exp(iφ)FT [a1(x, L, t)]] .

(5b)

The quantity φ = 2fK2D/(n0L) is the propagation
phase with D being the distance to the feedback
mirror, and K are the spatial Fourier modes (FT
denotes Fourier transform), and n0 is the crystal’s
homogeneous refractive index.

For the general procedure of multiple scale anal-
ysis in a bulk medium (where we follow an idea
of Geddes et al. [1994]) it is convenient to choose
a real basis for the state vectors of deviations
via the following transformation (see Appendix A):
(a1, a

∗
1, a2, a

∗
2)T → U = (U1, U2, U3, U4)T and

(q, q∗)T → P = (P1, P2)T which brings Eqs. (4a)–
(4c) into the general form

Lz,xU +M0P =M1(P|U) , (6a)

DtP−N0U = N1(U|U) +N2(U|U|U) + · · ·
(6b)

Here the matrices Lz,x and Dt are the spatial and
temporal derivative operators, respectively, andM0

and N0 are composed of the coefficients of the lin-
ear coupling between field and grating, and Mi

and Ni are the vectors describing nonlinear field–
grating and field–field interactions (for more details,
see Appendix A).

To study analytically the formation of a one-
dimensional pattern, we now perform a multiple
scale analysis. It is based on the fact that in the
neighborhood of a bifurcation point the temporal
and spatial evolutions are separable into fast and
slow scales. The PR coupling strength Γ is the bi-
furcation parameter, and the expansion parameter
ε scales the distance from the critical point Γc at
which the modulational instability starts growing.
Expanding the bifurcation parameter, the tempo-
ral and spatial variables, and the field and grating
amplitudes in terms of ε yields

Γ = Γc + εΓ(1) + ε2Γ(2) + · · · (7a)

t = T0 + εT1 + ε2T2 + · · · (7b)

x = X0 + ενX1 + ε2νX2 + · · · (7c)

U = U(0) + ενU(1) + ε2νU(2) + · · · (7d)

P = P(0) + ενP(1) + ε2νP(2) + · · · (7e)

Although, for simplicity, one usually chooses the
scaling exponent such that ν = 1/2, therefore
a priori assuming a specific scaling behavior, we
have taken ν = 1, which leads to the same ampli-
tude equation and, in addition, provides the correct



2826 O. Sandfuchs et al.

scaling behavior corresponding to the characteris-
tics of the underlying bifurcation.

Collecting all terms linear in ε yields the lin-
ear instability threshold, the corresponding solution
ansatz introduces the order parameter. Higher or-
ders in ε describe the nonlinear interaction of spatial
modes and result in the amplitude equation for the
order parameter (Sec. 2.2).

2.1. Linear instability and
order parameter

In the first order of ε one recovers the linear
problem

Lcz,X0
U(1) +M0P

(1) = 0 , (8a)

DT0P
(1) −N0U

(1) = 0 . (8b)

At this point we outline the results from linear
stability analyses [Saffman et al., 1994; Honda &
Banerjee, 1996; Sandfuchs et al., 1998]. The de-
viations can be considered here as small pertur-
bations, and they are expanded in the transverse
Fourier (X0 = x→ K) and in the temporal Laplace
(T0 = t → λ) space, yielding an algebraic expres-
sion for P(1). The linearized equations are cast into
a matrix form

[Lz(K) +M0D(λ)−1N0]U(1)

≡ [∂z −A(z; λ, K)]U(1)

= 0 (9)

where the stability matrix reads as [Sandfuchs
et al., 1998]

A =


m2

0Γ + (1−m2
0)g(λ) −fK2 0 0

fK2 0 0 s
√

1−m2
0 g(λ)

s
√

1−m2
0 g(λ) 0 0 −fK2

0 0 fK2 g(λ)

 . (10)

The temporal variations in Q that are due to the
sluggish PR response result in the function g(λ) =
Γλτ/(λτ + 1).

In this particular basis the physics involved
in the linear stability analysis becomes more ob-
vious. The steady-state fixed-point solution con-
tributes only through its modulation depthm0(z) =
2
√
r/(1+r) and a factor s = sign(1−r) to stability.
Owing to energy exchange of PR wave mixing

Eq. (9) is nonautonomous and can only be solved

analytically under the special constraint R = 1,
which implies that r = 1 andm0 = 1 so that the sta-
bility matrix is constant in z. The formal solution is
then given by a linear flow matrix F(z) = exp(Az).
Taking into account the mirror boundary condition
we invert F(L) into a scattering matrix SF (K).
The poles of this matrix determine the properties
of an absolute instability and lead to the threshold
condition

0 = det S−1
F (K)

= cos(χ1) cos(χ2) +

[
Γ

2
cos(φ) cos(χ2) + fK2

(
fK2 − Γ

2
sin(φ)

)
sinc(χ2)

]
sinc(χ1)

+
g

2

[
cos(φ) cos(χ1) +

(
Γ

2
− fK2 sin(φ)

)
sinc(χ1)

]
sinc(χ2) , (11)

where χ2
1 = (fK2)2 − Γ2/4 and χ2

2(λ) = (fK2)2 −
g2/4. Equation (11) reduces to Eq. (5) in [Honda
& Banerjee, 1996] in the case of a stationary insta-
bility (λc ≡ 0). The threshold curve for the case
D = 0 is displayed in Fig. 2. The uniform plane-
wave solution for the beams loses stability through
a saddle-node bifurcation at the threshold coupling

constant ΓcL ≈ 3.819 with the critical transverse
wave number fK2

c ≈ 2.592. So above threshold
(Γ > Γc) the system spontaneously chooses an in-
trinsic length scale, which results in a macroscopic
long-ranged correlation visible as a spatiotemporal
pattern and which is independent of microscopic
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Fig. 2. Threshold curve of the coupling strength Γ as func-
tion of the transverse wave number K for a stationary insta-
bility with D = 0 and R = 1. The asterisk (∗) denotes the
critical values Kc and Γc.

length scales given by the laser light or internal crys-
tal structures, for example.

After having discussed the linear instability
threshold we come back to the multiple scale anal-
ysis. Linear stability predicts the onset of a sta-
tionary modulation. Since we restrict ourselves to
one transverse dimension, only modulations of the
beam profile are possible (corresponding to stripe
patterns in 2D). Hence one can now make the spe-
cific ansatz for a stationary stripe-like pattern:

U(1) = u(1)(z; Kc)(W exp(iKcX0) + c.c.) (12a)

P(1) = p(1)(z; Kc)(W exp(iKcX0) + c.c.) . (12b)

At this stage one introduces the mode amplitude
W = W (T1, T2, . . . , X1, X2, . . .) that may still de-
pend on the slower time and space scales.

The propagation of the transverse modulation
through the bulk medium is described by a longitu-
dinal eigenfunction u(1). It can be calculated from
the flow matrix of the linear stability problem

u(1)(z, Kc) = F(z; Kc)u
(1)(0) , (13)

where the vector of initial condition u(1)(0) belongs
to the kernel of the (inverse of the) scattering ma-
trix SF (Kc), and where p(1) = N0u

(1).

2.2. Nonlinear mode interaction

As soon as we go to higher orders in the expan-
sion, nonlinear mode interaction occurs and spatial

harmonics are generated. From the expansion in
second order we have

Lcz,xU(2) +Mc
0P

(2) = L(1)U(1) −M(1)
0 P(1)

+Mc
1(P(1)|U(1)) , (14a)

DT0P
(2) −N0U

(2) = −DT1P
(1)

+N1(U(1)|U(1)) . (14b)

For a stationary pattern one has DT0 = 1 and in
Eq. (14b) we can again solve for the grating vari-
able P(2) and eliminate it from Eq. (14a) in favor
of an inhomogeneous ordinary differential equation
for the field variable U(2). The inhomogeneous part
generates spatial Fourier modes K = 0, Kc, and
2Kc and consequently the solution ansatz in second
order is of the form

U(2)(z; x)=u(2)(z; K = 0)(|W |2+c.c.)

+u(2)(z; Kc)(V exp(iKcx)+c.c.)

+u(2)(z; 2Kc)(W
2 exp(2iKcx)+c.c.) .

(15)

Since the resonant mode is excited, a new amplitude
V must be introduced. The longitudinal eigenfunc-
tions in second order then satisfy the equation

∂zu
(2)(z; K) = Ac(z; K)u(2)(0; K) + s(2)(z; K) .

(16)

The associated boundary-value problem has a so-
lution whenever K 6= Kc. For the resonant mode
K = Kc, one has to apply the solvability condition
known as Fredholm alternative theorem

〈v(z; Kc)|s(2)(z; Kc)〉 = 0 (17)

which involves the scalar product with the adjoint
homogeneous solution v(z; Kc). In addition to the
Fredholm alternative, to avoid secular terms, it
must be required that Γ(1) = 0 and ∂T1W = 0 which
results in V = −2ifKc∂X1W . Thus we have com-
pletely determined the longitudinal eigenfunctions
in second order. Their shape and their meaning for
pattern formation will be discussed in Sec. 3.1.

Saturation of the linear exponential growth is at
first achieved in third order. Here nonlinear mode
interaction again generates resonant and nonreso-
nant modes. The solvability condition applied to
the resonant mode determines Γ(2) and leads to the
amplitude equation for a stripe-like pattern

τ0∂tW = (Γ− Γc)W +Ds∂
2
xW − gs|W |2W . (18)
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This is the well-known Ginzburg–Landau equation.
It provides a universal description for the self-
organization of patterns in 1D that is similar to a
second-order phase transition [Walgraef, 1997]. The
values of the relaxation rate

τ0 = − τ
g0
〈vKc |Mc

0N0|u(1)
Kc
〉 = 0.4512τ , (19)

the diffusion constant

Ds = −4f2K2
c

g0
〈vKc |I|S

(2)
Kc
〉 = 20.391f , (20)

and the nonlinear self-coupling coefficient

gs =
1

g0
〈vKc |Mc

0ns −ms〉 = 15.694 (21)

reflect the specific properties of the PR system un-
der consideration, and they are given here for the
parameters R = 1 and D = 0 that we have used in
the subsequent numerical simulations (for details on
g0, Ds and ms, ns see Appendix A).

3. Spatiotemporal Structures

The analytical treatment previously presented tells
us where we can expect modulational instability.
Furthermore, it approximately describes the behav-
ior of mode amplitudes above threshold, but it can-
not reveal what pattern will occur. In the following
section numerical simulations of the full nonlinear
model equations are presented and the pattern for-
mation by two-wave mixing in a PR bulk medium is
discussed. We also compare the numerical with the
analytical results, and discuss the effect of different
aspect ratios.

We used a modified beam propagation method
which we extended by means of a relaxation-type
integration procedure to account for the two-point
boundary-value problem [Sandfuchs et al., 1998]
and the feedback mirror geometry. The feedback
mirror with reflectivity R = 1 is placed at the exit
face of the crystal (D = 0).

In optics, contrary to most of the hydrodynamic
systems, e.g., the beam profiles are constrained to
a finite lateral extent. A laser beam has typically
a Gaussian envelope and the aspect ratio is low. A
higher aspect ratio can be achieved when the beam
is broadened and a plateau forms. To accomplish
high aspect ratio conditions for the simulations we
have chosen the incident envelope of A1 to have the
shape of a hyper-Gaussian beam of order n, whereas

the envelope of A2 obeys the mirror boundary
condition

A1(x, 0, t) ≡ A1 exp(−x2n) , (22a)

A2(x, L, t) = −A1(x, L, t) . (22b)

In performing the analytical treatment we assumed
the homogeneous fixed-point solution to be in-
finitely extended, i.e. we restricted the analysis to
an infinitely high aspect ratio. As a consequence
one should encounter discrepancies which become
predominant for lower aspect ratios, respectively
less modulations occur compared to the unmodu-
lated beam envelope [Agrawal, 1990]. Here we re-
port the results on the cases n = 1 and n = 4.
They roughly correspond to low and “high” aspect
ratios, respectively. The hyper-Gaussian beam pro-
file approximates the assumption of infinitely ex-
tended modulation from the analysis more closely.
We will show that the discrepancies remain rather
small in this case.

3.1. Primary patterns in 1D

As predicted by the linear and nonlinear analysis
a primary instability in the form of a stationary
modulation |W | cos(Kcx + ψ) develops across the
uniform solution with the transverse phase shift ψ
relative to the beam center. In general, ψ changes
continuously because of the translational symmetry
in the case of high aspect ratio systems. The homo-
geneous solution becomes unstable, first the hyper-
Gaussian (n = 4) and then the ordinary Gaussian
profile (n = 1).

In the nonlinear interaction the transverse
modes K = Kc, K = 0 and K = 2Kc are gener-
ated up to second order and significantly contribute
to the pattern amplitude. The pattern amplitude
is a superposition of mode amplitudes and eigen-
functions depending on the propagation position z
where the pattern is observed. From the Ginzburg–
Landau equation [Eq. (18)] the growth of the
amplitude of the critical mode Kc is calculated to
increase as |W | =

√
(Γ− Γc)/gs. Equation (15) re-

lates the growth of amplitude of the modes K = 0
and K = 2Kc to |W |2 = (Γ− Γc)/gs.

The spatial modes from numerical data are lo-
calized in the near field, and have finite spot size in
the optical far field. Therefore their mode ampli-
tudes are taken as the amplitude of the envelope
of the wave packet. The values of mode ampli-
tudes are displayed in Fig. 3. The analytical curves
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(a) (c) (e)

(b) (d) (f)

Fig. 3. The real part of the mode amplitudes a1(L) and a2(0) above the primary instability threshold as functions of coupling
strength ΓL, for the three dominant modes K = Kc, K = 0 and K = 2Kc. The values of the eigenfunctions at these points
are (a) η = 1.0, (b) η = 0.586, (c) η = 0.381, (d) η = 0.308, (e) η = 0.344, (f) η = 1.089. Analytical amplitude (solid line).
Numerical results for the beam profiles: n = 1 (∗), dotted line: guide to the eye; and n = 4 (•).

are multiplied by the specific value η of the eigen-
function at the output faces to be equivalent to the
mode amplitude obtained from numerical data. The
eigenfunctions corresponding to each of the modes
are shown in Fig. 4. We have displayed the real
parts because they resemble the intensity modula-
tions δIj/I

0
j = Re(aj)+ |aj |2, with |aj |2 being small

near threshold. The normalization of eigenfunctions
is arbitrarily chosen such that Re[a2(0)] = 1 for
K = Kc.

For the case of n = 4 the overlap between an-
alytical and numerical data turns out to be rather
good, despite the apparent difference between the
“high” optical and idealized infinitely high aspect
ratio. As expected, the results for the Gaussian
beam profile differ considerably. This effect cannot
be the consequence of the different energy contained
in the beams with different n, because in the model
of PR wave mixing only intensity ratios are relevant
in the formation of modulational instabilities.

From the behavior of the eigenfunctions we now
extract some features worthwhile mentioning. In

the pattern amplitude one usually observes a strong
saturation behavior as one goes further away from
threshold, which may be caused by the fact that
higher modes have a negative contribution (e.g. for
z = 0 here) and thus reduce the overall pattern
amplitude. Moreover, the shape of the eigenfunc-
tion for the mode K = 0 shows clearly an en-
ergy exchange among the pump beam and the pat-
tern modes during the emergence of the structure.
Energy is transfered into the structure as well as fed
back into the pump beam.

The particular shape of the eigenfunction be-
longing to K = Kc reveals an interesting feature
of pattern formation in PR wave mixing: the pat-
tern amplitudes at the opposite faces of the crystal
show an anti-phase behavior. The patterns are spa-
tially inverted with respect to each other, i.e. ψ is
shifted by π dependent on whether the pattern is
observed at z = 0 or z = L. It is the result of two
properties: first, energy conservation of wave mix-
ing, which requires that what is pumped into the
crystal must come out, however, it cannot explain
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(a) (b) (c)

(d) (e) (f)

Fig. 4. Longitudinal eigenfunctions of the corresponding transverse modes (a and d) K = Kc, (b and e) K = 0 and
(c and f) K = 2Kc for the forward (a1) and the backward (a2) propagating modulations. The arrows indicate the direction of
propagation. Analytical results (dashed lines), numerical simulations (solid lines) for three different values of coupling strength
above threshold: ΓL = 3.86, 4.10, 4.30, (a–c) for n = 4; and ΓL = 4.10, 4.40, 4.80, (d–f) for n = 1.

the correlated spatial distribution of the two struc-
tures. But second, Eqs. (4a)–(4c) can be interpreted
by four-wave mixing of the side-band beams with
each other. A similar anti-phase behavior is seen
in the process of phase conjugation in PR crystals
[Belić et al., 1995]. This feature, though, is not
unique to the PR two-wave mixing and should in
general be observable in other optical wave-mixing
systems.

From the above discussion it becomes clear that
the absolute value of the mode amplitude W given
by the amplitude equation loses its meaning with-
out the explicit knowledge of the longitudinal be-
havior in the bulk medium. The critical mode am-
plitude and the pattern amplitude must clearly be
distinguished, and they certainly coincide only very

close to threshold. However, the mode amplitudes
obtained from analysis can still give rather accu-
rate results even far away from threshold depend-
ing on how many higher modes have a significant
contribution.

3.2. Secondary bifurcations

Further away from the primary threshold stationary
patterns become unstable and secondary bifurca-
tions occur. Upon approaching the secondary insta-
bility threshold, different things happen, depending
on the aspect ratio of our system. As mentioned in
the last section, in general ψ changes continuously
because of the translational symmetry for very high
aspect ratios. This remains true for a low aspect
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Fig. 5. Bifurcation diagram of the primary and secondary
instabilities of the beam A2 at z = 0, displaying the am-
plitude of mode Kc as a function of ΓL. Both the hyper-
Gaussian (•) and the Gaussian (∗) cases are shown, as well
as the ψ = 0 (upper) and ψ = π (lower) branches, obtained
from numerical simulations. The solid curves indicate ana-
lytically obtained branches, dotted lines indicate the unsta-
ble solutions. Short-dashed lines mark secondary thresholds
for different cases and branches. s denotes stable solutions,
u unstable ones. TW and ZZ are placed where the stable
transverse wave (respectively the zig-zag) exist. PH denotes
the phase-hop, and the arrow designates its direction.

ratio system close to the primary threshold. How-
ever, in numerical simulations with Gaussian beam
profiles further away from threshold this symme-
try is broken, owing to the finite extent of the
beam envelope, and ψ assumes discrete values. Two
branches of the modulation are identified, those
with phase ψ = 0 and ψ = π, respectively. The
results are presented in the bifurcation diagram
(Fig. 5). Both stable branches are shown for both
values of n. At the primary instability threshold the
stable modulation develops and grows [cf. Fig. 3(a)],
until the secondary instability threshold is reached.

The evolution of the Gaussian carrier wave
(n = 1) differs again considerably from the hyper-
Gaussian. Increasing Γ, the ψ = π branch loses
the stability first and jumps over to the ψ = 0
stable branch, by performing a phase hop. This
is presented in Figs. 6(a) and 6(b). In the sequence
of events, starting from the initial unstable fixed
point, the system visits the ψ = π branch (repeller).
The orbit turns out to be a saddle-focus, and this
branch, for the given value of Γ, is also unstable.
It then performs a phase hop, to reach the stable
ψ = 0 branch (attractor). We should note that,
depending on the perturbation of the initial unsta-

ble fixed-point, the system may directly revert to
the stable attractor, without visiting the repeller
first. Although pattern formation at the primary
threshold is bulk-controlled, this type of phase in-
stability far above threshold is certainly triggered
by boundary influences due to the low aspect ratio
of a Gaussian carrier wave.

The secondary instability of the ψ = 0 branch
of the Gaussian wave [Figs. 6(c) and 6(d)] is not
a simple traveling wave. We will refer to it as a
temporal zig-zag wave, for its appearance. Tradi-
tional zig-zag instability, however, is present in two-
dimensional systems only. Apparently, time plays
the role of the second dimension here. Because of
this analogy we termed it temporal zig-zag wave.

Contrary, the hyper-Gaussian primary modu-
lation loses stability to running transverse waves
(TW) as in Fig. 7(a). The threshold for the ψ = π
branch is lower than the threshold for the ψ = 0
branch. The sources and sinks of TW are situated
on the edge of the modulation-carrying wave. This
is different from the counterpropagating two-wave
mixing with external electric field, considered ear-
lier [Sandfuchs et al., 1999], where the source of
dynamic structure sits in the middle of the wave
and emits TW to the left and to the right toward
the sinks at the two edges of the beam.

The wave numbers of both types of secondary
waves remain indistinguishably close to Kc, and
their frequencies are Ωτ ≈ 0.01 where τ is typically
of the order of seconds. Hence the dynamics of PR
structures found is extremely slow. One refers to
such spatiotemporal motion as day-dreaming pat-
terns. Higher spatial modes are clearly visible in
the intensity profile of the depleted beam A1. They
are a consequence of the modulus and are not dom-
inant in the complex field amplitudes.

3.3. Hysteresis for
spatiotemporal patterns

The amplitude of the secondary structures appears
discontinuously, which is similar to a first-order
phase transition, so one would expect a hysteretic
behavior. In the following, the spatiotemporal be-
havior of the TW for n = 4 in the vicinity of the
secondary threshold is investigated.

In experiments with PR crystals it is usually
impossible to vary the coupling strength, because it
is a fixed value for each crystal. The evaluation of
the far field intensity from numerical data is, due
to the wave packet character, much more complete
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(a) (b)

(c) (d)

Fig. 6. Transverse intensity profiles of the beams in the near field for a Gaussian input beam n = 1 and f = 0.016.
Spatiotemporal dynamics of the phase-hop instability at ΓL = 4.9 for (a) beam A2 at z = 0 with ψ = 0 and (b) beam A1

at z = L with ψ = π. Spatiotemporal dynamics of zig-zag wave above the secondary instability threshold for ΓL = 5.2 for
(c) beam A2 at z = 0 with ψ = 0 and (d) beam A1 at z = L with ψ = π.

than obtaining the near field amplitude. And the
latter is also hard to detect in experiments. In the
following the mirror reflectivity R will be our bi-
furcation parameter. The hysteresis loop in R is
equivalent to that in Γ, but the spatiotemporal be-
havior is visible over a broader parameter range.
So instead of varying the coupling strength Γ, we
vary the mirror reflectivity R and look at the side-
band-to-pump intensity ratio S in the far field. The
far field in optics is directly related to the Fourier
modes.

Below secondary threshold reducing the mir-
ror reflectivity from unity to zero the side-band-to-
pump ratio remains almost constant until the mod-

ulation disappears. Figure 8(a) displays such curves
for some values of the coupling strength. Following
the upper hysteresis branch in R (at ΓL = 4.7) we
surprisingly found that the TW vanishes after it has
passed through two other types of TW [Figs. 7(b)
and 7(c)] before. At the lower hystersis point the
intensity of the TW goes continously to the station-
ary value of the solution, but there is a gap in the
frequency that prevents the stationary pattern from
reaching TW3 when R is increased again.

The nature of secondary structures is reminis-
cent of a phase instability. Although, it is yet not
clear if the TW is induced by a phase diffusion
mechanism like in an Eckhaus instability. The TW
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(a) (b)

(c) (d)

Fig. 7. Transverse intensity profiles of the beam A2 as it leaves the crystal at z = 0 in the near field for a hyper-Gaussian
input beam n = 4 and f = 0.016. Spatiotemporal dynamics of the transverse wave at ΓL = 4.7 for (a) developing TW1 at
R = 0.90, the attractors (b) TW2 at R = 0.50, (c) TW3 at R = 0.45, and (d) a disappearing TW at R = 0.40.

(a) (b)

Fig. 8. (a) Side-band-to-pump ratio S of A2 at z = 0 as function of the mirror relectivity R for different values of ΓL = 4.0,
4.2 and 4.7 (from bottom to top). Numerical simulations exhibiting stationary stripe pattern (∗) and traveling waves (TW,4)
of type 1–3. Stable solutions s (solid lines) and unstable branch u (dotted line). (b) Frequency of the TW. The arrows
represent the discontinous jumps at the upper and lower hysteresis points, respectively.
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(a) (b) (c)

Fig. 9. Two-dimensional transverse beam profiles at three different positions in the crystal for ΓL = 4.0 with n = 4 and
f = 0.034. (a) Inverted hexagons at z = 0 for beam A2, positive hexagons at (b) z = L/2, and (c) z = L for beam A1 in the
optical near field.

pattern possesses the same wave number Kc and
a definite threshold, whereas the threshold for the
Eckhaus instability depends on the wavelength ∆K
with which the pattern may be disturbed (Busse
balloon, [Walgraef, 1997]).

4. Primary Patterns in 2D

Here we briefly present first numerical results of
primary patterns when two transverse dimensions
x→ (x, y) are taken into account. In the neighbor-
hood of the primary threshold stationary hexagons
are generically the only stable structures. They
emerge similar to a first-order phase transition. In
Fig. 9 three patterns at different positions in the
crystal are shown. Again the z-dependence of the
mode amplitudes forming the patterns is clearly
visible. In particular the anti-phase behavior has
a striking effect for the hexagonal structures: at
opposite faces of the crystal one observes inverted
[Fig. 9(a)] as well as positive hexagons [Fig. 9(c)]
simultaneously in the respective near fields. For
the positive hexagon that forms in the middle of
the crystal [Fig. 9(b)] only the critical mode struc-
ture has a significant amplitude, whereas at z = L
mode amplitudes of the higher spatial harmonics
K = 2Kc and K =

√
3Kc, that typically arise in

hexagonal planforms, dominate the intensity profile
[Fig. 9(c)].

5. Conclusions

We have characterized the spatiotemporal patterns
in photorefractive wave mixing with an external

feedback mirror. Spatiotemporal structures arise in
the counterpropagation of two optical beams and
develop along the propagation through the bulk
medium. We have derived a Ginzburg–Landau
equation and compared the amplitude and the
eigenfunctions to the results of numerical simula-
tions in the case of low and high aspect ratios above
the primary instability threshold. We found in
the latter case that the agreement is rather good
even further away from the primary threshold, if
one clearly distinguishes the mode amplitudes from
the pattern amplitude. Both 1D and 2D patterns
reveal an anti-phase correlation of structures ob-
served at the opposite faces of the crystal. Sec-
ondary structures like simple traveling and tempo-
ral zig-zag waves are observed. The traveling waves
occur similar to a first-order phase transition and
show a hysteretic behavior accompanied by differ-
ent types of spatiotemporal structures. We did not
attempt to drive the structures to spatiotemporal
chaos, where we expect the relaxation-type beam-
propagation method to fail in converging.

The characterization of the self-organization
process of patterns presented so far for the case
D = 0 will be extended to include real and vir-
tual mirror distances, where the Talbot effect plays
an important role [Tamburrini et al., 1994], and has
been the starting point for our theoretical research
of pattern control by using Fourier-filter techniques.
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Krolikowski, W., Belić, M. R., Cronin-Golomb, M. & Ble-
dowski, A. [1990] “Chaos in photorefractive four-wave
mixing with a single grating and a single interaction
region,” J. Opt. Soc. Am. B7, 1204–1209.

Kukhtarev, N. V., Markov, V. B., Odulov, S. G., Soskin,
M. S. & Vinetskii, V. L. [1979] “Holographic storage
in electro-optic crystals: I. Steady state + II. Beam
coupling and light amplification,” Ferroelectrics 22,
949–964.

Leonardy, J., Kaiser, F., Belić, M. R. & Hess, O. [1996]
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Appendix A

Here we present the details of the variables involved
in the multiple scale anlysis. The basis transfor-
mation from complex vector of deviations to a real
vector space reads

U1

U2

U3

U4

 =


1 1 −1 −1

−i i −i i

1 1 1 1

−i i i −i



a1

a∗1
a2

a∗2

 ,
(
P1

P2

)
=

(
1 1

−i i

)(
q

q∗

) (A.1)

The nonlinear interaction of field amplitudes with
each other and with the amplitudes of the refractive
index grating leads to the following vectors

M1 =
Γ

4


P1 P2 0 0

P2 −P1 0 0

0 0 −P1 −P2

0 0 −P2 P1



U1

U2

U3

U4

 (A.2)

and expanding the r.h.s of Eq. (4c) yields the r.h.s
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of Eq. (6b)

N1 = −1

4

(
U2

1 + U2
4

U1U2 + U3U4

)
(A.3)

N2 =
1

16

(
2U3(U2

1 + U2
4 )

2U1U2U3 − U4(U2
1 + U2

2 − U2
3 + U2

4 )

)
(A.4)

They are given here for the case R = 1. The nonlin-
ear self-coupling coefficient gs depends on Mj and
Nj over the vectors in Eq. (21)

ns = 2N1(u
(1)
Kc
|u(2)
K=0) + 2N1(u

(2)
K=0|u

(1)
Kc

)

+N1(u
(1)
Kc
|u(2)

2Kc
) +N1(u

(2)
2Kc
|u(1)
Kc

)

+ 3N2(u
(1)
Kc
|u(1)
Kc
|u(1)
Kc

) (A.5)

ms = 2Mc
1(p

(1)
Kc
|u(2)
K=0) + 2Mc

1(p
(2)
K=0|u

(1)
Kc

)

+Mc
1(p

(1)
Kc
|u(2)

2Kc
) +Mc

1(p
(2)
2Kc
|u(1)
Kc

) (A.6)

where the superscript c denotes that M1 has to be
taken with Γ = Γc coming from the expansion in ε,

which in this case reads: M1 =Mc
1 + εM(1)

1 + · · ·
The notation (U|U) and (U|U|U) denotes

products for different quadratic and cubic terms, re-
spectively, as given by Eqs. (A.2)–(A.4). The scalar
product in Eq. (20) defining the diffusion constant
Ds involves the vector of the particular inhomoge-
neous solution of Eq. (16)

S
(2)
Kc

(z) =
∫ L

0
F(z − ζ; Kc)s

(2)
Kc

(ζ)dζ (A.7)

and the 2 × 2–matrix I = ((0, 1), (−1, 0)). All
coefficients are divided by a common factor g0 =

〈vKc |L̃ − M̃0N0|u(1)
Kc
〉 where L = ΓL̃, for example.




