Electromagnetic-field distribution in loaded unstable resonators
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We describe a numerical algorithm for the evaluation of the electromagnetic-field distribution in a loaded unstable resonator. The storage requirements are minimized so that the resulting code can be used for large Fresnel numbers. Edge diffraction is accounted for by a recently developed continuous Fourier-transform algorithm. Use is made of a new gain formula that incorporates the effects of interference between the forward and backward waves. The present method yields improved accuracy over previous methods and enables one to perform calculations for systems with large Fresnel numbers on a medium-sized computer. Numerical results are presented for a loaded confocal unstable resonator to study the effect of the saturated gain on the mode profile. An important conclusion is that the saturated gain does not alter the number of peaks and their relative positions in the intensity distribution. This supports the simplified view that these features arise from edge diffraction and that the saturated gain amplifies each peak by a different amount depending on the peak intensities.

1. INTRODUCTION

In recent years unstable resonators have attracted considerable attention both theoretically and experimentally for their use in high-gain lasers. The chief advantage of unstable resonators lies in their offering a large mode volume, adjustable diffraction output coupling, and discrimination against higher-order transverse modes. Since these resonators have high diffraction losses, they are useful whenever the gain per round trip is large and have been used in various high-power laser systems, such as CO2 and CO gas lasers, Nd:glass lasers, YAG solid-state lasers, and chemical lasers.

Unstable resonators have an inherent complication in the theoretical analysis of the electromagnetic field distribution. Since the output is taken across a mirror, diffraction taking place at the sharp mirror edges introduces rapid transverse variation in the optical field. Further, the frequency of the spatial oscillation increases with the resonator Fresnel number $F$. In the case of an empty unstable resonator, asymptotic methods have been developed to obtain the field distribution for large $F$. The mode structure of the resonator is determined in terms of two parameters, the round-trip magnification $M$ and the Fresnel number $F$, and appears to be well understood for empty resonators with square as well as circular mirrors.

An evaluation of the electromagnetic-field distribution in a loaded unstable resonator with a saturated gain medium requires a numerical solution of the nonlinear paraxial-wave equation. For the case of rectangular geometry, a mesh of $N^2$ points, where $N$ is the number of mesh points in a transverse dimension, is chosen to represent the optical field. For a resonator with the Fresnel number $F$, the value of $N$ should be larger than $2\pi F$ in order to resolve the rapid oscillations of the optical field. Finite-difference schemes are ruled out because of unrealistically large computer-memory and -time requirements. Under certain conditions the thin-sheet gain approximation is found to be adequate. Here the continuous gain medium is approximated by a series of thin gain sheets (see Fig. 1) with free propagation between, which is accomplished by a fast-Fourier-transform (FFT) algorithm. Even then the core requirements of the computer code are stringent, and the method has been used in the past for small values of $F$. Large $F$, the asymptotic approach of Howitz has been extended to include the gain in a loaded resonator. However, the results are applicable only when gain has a slow spatial variation and is intensity independent. Smith has included the effect of gain saturation within the framework of an asymptotic analysis valid for large $F$. Recently Oughstun carried out a numerical analysis of the resonator modes for the active and passive cavities. In this paper we present the details of a computer code whose modest storage requirements allow it to be run on a medium-sized computer for moderately large values of $F$. Our nonsymptotic approach is similar to that of Sziklas and Siegman with several significant modifications. The for-
The numerical results obtained for both empty and loaded memory requirements while slightly hastening convergence of the forward and backward waves in a standing-wave resonator, we obtain a substantial reduction in the geometrical-optics approximation the light beam expands to a width of $M_d$, where $M$ is the round-trip magnification. The light that spills over the mirror edges at $z = 0$ is the resonator output.

ward and backward waves are propagated simultaneously, and the gain is calculated whenever needed instead of storing it at various gain sheets. We have developed the continuous-Fourier-transform algorithm to account for edge diffraction. With the implementation of the CFT and the use of a new modified gain formula, our numerical results are expected to be more accurate than previous calculations.

The plan of the paper is as follows. In Section 2 we obtain the coupled equations for the forward and backward waves, starting from the wave equation, in the paraxial approximation. These equations take into account mutual interference of the forward and backward waves in a standing-wave resonator, an effect important for stationary gain media. The gain medium is modeled by a homogeneously broadened two-level atomic system. Section 3 describes the use of the Fourier-transform technique for solving the nonlinear paraxial equation when the thin-sheet gain approximation is made. The errors associated with the latter approximation are analyzed, and a procedure is described to minimize these errors. The FFT method, although appropriate for the calculations in the gain medium itself, cannot accurately model diffraction at the sharp output mirror edges. We discuss a more accurate approach briefly in Appendix A and refer the reader to recent work for details. The boundary conditions appropriate for an unstable resonator are also discussed in Section 3, where the results obtained in the geometrical-optical approximation are described. Section 4 deals with the numerical details of the procedure. By simultaneously integrating the forward and backward waves in the unstable-resonator cavity, we obtain a substantial reduction in memory requirements while slightly hastening convergence. The numerical results obtained for both empty and loaded unstable resonators are presented in Section 5. These results are discussed, and their implications for an actual laser system are mentioned.

2. FIELD EQUATIONS IN THE PARAXIAL APPROXIMATION

We consider an unstable resonator, shown schematically in Fig. 1, with its axis along the $z$ axis, bounded by two square-shaped spherical mirrors at planes $z = 0$ and $z = d$. The gain medium is contained between the planes $z = d_1$ and $z = d_2 > d_1$ and is assumed to be stationary. The electromagnetic field in the resonator is assumed to be monochromatic and linearly polarized (corresponding to a single longitudinal and transverse mode).

$$E(r, t) = Re[\hat{e}E(r)e^{-i\omega t}],$$

where $\hat{e}$ is a transverse unit vector and $\omega$ is the laser frequency. The complex electric field $E(r)$ satisfies the scalar Helmholtz equation

$$(\nabla^2 + k^2)E(r) = i\hbar g(\hat{e}|E|^2)E(r),$$

where $k = \sqrt{\mu_0\epsilon_0/c}$ and $\epsilon_0$ is the background linear dielectric constant. The nonlinear saturated gain $g(\hat{e}|E|^2)$ is obtained by modeling the gain medium as a homogeneously broadened two-level atomic system and is given by

$$g(\hat{e}|E|^2) = \frac{g_0(1 + \Omega)}{1 + \Omega^2 + |E|^2/E_s^2},$$

where $g_0$ is the small-signal on-resonance gain:

$$g_0 = \frac{\tilde{N}_s p^2 D_w \omega}{\sqrt{k_0 \hbar \gamma_a \gamma_b \epsilon_0}}; \quad D_w = \frac{\lambda_a}{\gamma_a} - \frac{\lambda_b}{\gamma_b},$$

$E_s = h\gamma_{ab}/\rho$ is the saturation electric field, and $\Omega = (\omega - \omega_{ab})/\gamma_{ab}$ is the detuning parameter. In Eq. (2.4), $N_s$ is the atomic density, $\rho$ is the transition atomic-dipole moment, and $D_w$ is the normalized population difference that would be maintained by the pumping mechanism if radiation were inhibited. Here $\lambda_a, \lambda_b$ are the pump rates (per atom) into the upper and lower states, respectively; $\gamma_a$ and $\gamma_b$ are the corresponding decay rates that are due to spontaneous emission; $\omega_{ab} = \omega_a - \omega_b$ is the atomic frequency difference; and $\gamma_{ab}$ is the associated homogeneously broadened line width. Further, mks units are adopted, and $\epsilon_0$ is the vacuum permeability. Our algorithm applies, of course, to other nonlinear gain functions as well.

In a standing-wave laser resonator, reflections at the mirrors introduce left-going and right-going waves. The nonlinear denominator in Eq. (2.3) will cause a coupling to all waves of the form $e^{in\kappa z}$, where $n$ is any odd integer. The most general solution of Eq. (2.2) is assumed to be of the form

$$E(r) = E_0 \sum_{\text{odd } n} \psi_n(r) e^{in\kappa z},$$

where the dimensionless Fourier amplitudes $\psi_n(r)$ are slowly varying functions of $r$. When Eq. (2.5) is substituted into Eq. (2.2) and Eq. (2.3) is used, one obtains

$$\sum_n e^{in\kappa z} \left[ h^2(1 - n^2)\psi_n + 2i\kappa \frac{\partial \psi_n}{\partial z} + \frac{\partial^2 \psi_n}{\partial z^2} + \nabla^2 \psi_n \right]$$

$$= i\hbar g_0(1 + \Omega) \sum_m \psi_m e^{i\kappa m z} \left[ 1 + \Omega^2 + \sum_p |\sum_p \psi_p e^{i\kappa p z}|^2 \right]^{-1},$$

where $\nabla^2 = (\partial^2/\partial x^2 + \partial^2/\partial y^2)$ is the transverse part of the Laplacian $\nabla^2$. By taking the appropriate Fourier component
of the right-hand side of Eq. (2.6), one obtains an infinite set of coupled equations for various $\psi_n$. In the paraxial approximation, $\partial \psi_n/\partial z \ll k \psi_n$, and one neglects $\partial^2 \psi_n/\partial z^2$ in Eq. (2.6). Further, for $|n| \neq 1$, the left-hand side of the above equation has a coefficient of order $k^2$, which makes corresponding $\psi_n$ small. We can obtain an estimate of these terms by neglecting all but the $k^2 \psi_n$ term on the left. Thus we find that

$$|\psi_n/\psi_1| \leq (go/k), \quad |n| \neq 1.$$

Since the gain per unit wavelength is always quite small ($=10^{-4}$ or less), it is permissible to neglect all terms with $|n| > 1$ and thereby obtain a truncated set of two coupled equations.

In the paraxial approximation, the right-going wave $\psi_R = \psi_1$ and the left-going wave $\psi_L = \psi_{-1}$ satisfy the following equations:

$$\left(2ik \frac{\partial}{\partial z} + \nabla^2 \right) \psi_R = i k g_R \psi_R, \quad (2.8)$$

$$\left(-2ik \frac{\partial}{\partial z} + \nabla^2 \right) \psi_L = i k g_L \psi_L, \quad (2.9)$$

$$g_\mu = \frac{g_0(1 + i \Omega)}{(a^2 - b^2)^{1/2}} \left[1 - \frac{a}{2|\psi_\mu|^2} \right] \quad (\mu = R, L),$$

$$a = 1 + \Omega^2 + |\psi_R|^2 + |\psi_L|^2, \quad b = 2|\psi_\mu||\psi_L|. \quad (2.10)$$

Equation (2.10) represents the modified gain formula. Note that the right- and left-going waves experience different gain because $g_R \neq g_L$. The usual saturation formula is obtained when $b = 0$ in Eq. (2.10) and is given by

$$g_R = g_L = \frac{g_0(1 + i \Omega)}{1 + \Omega^2 + |\psi_R|^2 + |\psi_L|^2}. \quad (2.12)$$

The gain modification in Eq. (2.10) arises from spatial hole burning resulting from population modulation [in the form of $\exp(2ikz)$] that occurs because of interference between the forward and backward waves. If atoms move because of diffusion, thermal motion, or gas flow, population modulation would be partially washed out. The atoms would have to move more than one-half wavelength during the time the field is reflected back from a mirror for spatial-hole-burning effects to be ignored. In this case it is more appropriate to use Eq. (2.12). However, for a 10-µm laser with a 3-m cavity length, a speed of $10^9$ m/sec would be needed to wash out hole burning. In Section 5 we compare the field distributions obtained using Eq. (2.10) and the conventional choice, Eq. (2.12).

For the special case of a completely symmetric Fabry-Perot resonator with $|\psi_L|^2 = |\psi_R|^2 = IT$ and with $\Omega = 0$, Eq. (2.10) becomes

$$g_R = g_L = \frac{g_0}{IT} \left[1 - (1 + 2IT)^{-1/2} \right]. \quad (2.13)$$

Equation (2.13) was first obtained for gain saturation in laser systems with stationary atoms. Recently Eq. (2.10) has also been used to incorporate standing-wave effects in optical bistability, where the nonlinear medium inside a Fabry-Perot cavity absorbs the incident radiation. Further, it is possible to integrate analytically Eqs. (2.8) and (2.9) with the gain formula Eq. (2.10) in the plane-wave approximation and with boundary conditions appropriate for a Fabry-Perot resonator. This permits one to evaluate the interference effects on laser output and thereby optimize the design parameters to obtain maximum power.

3. SOLUTION TECHNIQUE

A. Thin-Sheet Gain Approximation

Finite-difference schemes for numerical solution of the coupled nonlinear parabolic equations (2.8) and (2.9), although desirable, are not practical because of large core and time requirements. An alternative approach is to approximate the continuous gain medium by a series of equally spaced thin sheets at which the complex gain is assumed to be lumped. This is referred to as the thin-sheet gain approximation.

The region between two gain sheets has no gain; here the fields are propagating by using the Fourier-transform method. A FFT algorithm may be used for this purpose, and a substantial saving in time is achieved over finite-difference methods. In this subsection we describe the procedure and analyze errors involved in making the thin-sheet gain approximation. The error analysis was previously performed in the context of beam propagation in the atmosphere.

Equation (2.8) can be rewritten as

$$\frac{\partial \psi_R}{\partial z} = [A + B]\psi_R, \quad (3.1)$$

where

$$A = \frac{i}{2k} \nabla^2, \quad B = \frac{1}{2} g_R. \quad (3.2)$$

Let us first consider the special case when $B$ is independent of $z$. Equation (3.1) can be integrated formally to yield

$$\psi_R(z) = U(z)\psi_R(0), \quad U(z) = \exp[(A + B)z], \quad (3.3)$$

where dependence on $x$ and $y$ is understood. Note that the operators $A$ and $B$ do not commute. In previous work on loaded unstable resonators the field was first free-propagated between gain sheets and then multiplied by the gain at the sheet. This amounts to the approximation

$$U(z) \approx e^{Az} e^{Bz}. \quad (3.4)$$

An application of the Baker-Hausdorff theorem shows that the errors depend on the commutator $[Az, Bz]$ and are of second order in $z$. Better accuracy is obtained if, instead of relation (3.4), one uses the relation

$$U(z) \approx \exp(\exp(\exp(C))), \quad (3.5)$$

where

$$C = Bz - \frac{z^3}{24} \left[ [A, [A, B]] - \frac{z^3}{12} [B, [A, B]] + \ldots \right]. \quad (3.6)$$

Thus we see that the single commutators have vanished, and, if the double commutators are neglected, $C \approx Bz$, and the errors are of third order in $z$. The meaning of Eq. (3.5) is that, in going from 0 to $z$, the gain sheet should be situated at $z/2$; one should first propagate from 0 to $z/2$ and then apply the overall gain at sheet and propagate from $z/2$ to $z$. In order to comply with this requirement, it is necessary that all the gain
sheets have an equal separation \( h \) from one another. Further, the first and the last sheets should be at a distance \( h/2 \) from the gain medium boundaries.

The above analysis can readily be extended to incorporate the \( z \) dependence of the gain operator \( B(z) \). For details we refer to App. B of Ref. 44. The leading error term now depends on the commutator \([A, \partial B/\partial z]\). One uses the prescription

\[
\psi_R(z) \approx \exp(i/4h) \exp \left[ \int_0^z B(z')dz' \right] \exp(i/4h) \psi_R(0).
\]

(3.7)

The fractional error \( \epsilon \) in propagating between two gain sheets \((z = h)\) is given by

\[
\epsilon = \frac{[A, \partial B/\partial z]z^2}{4B} = \frac{h}{8h} [\psi^2, \Delta B],
\]

(3.8)

where Eqs. (3.2) have been used and \( \Delta B = h(\partial B/\partial z) \) is the change in \( B \) over the interval \( h \), the separation of the gain sheets. We use

\[
[\psi^2, \Delta B] = \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \Delta B + \frac{\partial}{\partial x} \frac{\partial B}{\partial x} \frac{\partial}{\partial y} \frac{\partial B}{\partial y} \approx \frac{6\Delta B}{\delta^2},
\]

(3.9)

where \( \delta \) is a transverse distance over which the gain function \( B \) changes. Using Eqs. (3.2), (3.3), and (3.9), we obtain

\[
\epsilon \approx \frac{3h}{8} \frac{\Delta R}{R} \approx \frac{3h}{4} \frac{a/\delta}{2\pi F} \frac{\Delta R}{R},
\]

(3.10)

where \( F = a^2/\lambda \delta \) is the resonator Fresnel number, \( a \) is the output-mirror size, and \( \delta \) is the resonator length. Our criterion given by relation (3.10), is related but not equivalent to the one given by Milonni.\(^{33}\) As \( F \) increases, the fine-grained ripples increase in spatial frequency. Thus \( (a/\delta) \) increases also, and, for the same accuracy to be maintained, \( h \) must be reduced as \( F \) increases, especially when sharp edges are present.

In the thin-sheet gain approximation the integration of Eqs. (2.8) and (2.9) proceeds as follows. The gain medium is divided into \( M \) equally spaced segments of length \( h \). The gain sheets are situated midway between these segments (see Fig. 1). Let \( \psi_R(z) \) be the field at the beginning of a segment. The field is free-propagated by a distance \( h/2 \) to arrive at the left-hand side of the gain sheet, where, from formulas (3.2) and (3.7), it is given by

\[
\psi_R(z + h/2) = \exp \left[ \frac{i}{4h} \psi^2 \right] \psi_R(z).
\]

(3.11)

At the gain sheet the field \( \psi_R(0) \) is multiplied by the integrated complex gain to obtain its value at the other side of the sheet,

\[
\psi_R(z + h/2) = \exp \left[ \frac{i}{4h} \int_0^z g_R(z')dz' \right] \psi_R(z + h/2).
\]

(3.12)

The field is then free-propagated by \( h/2 \) to arrive at the beginning of the next segment,

\[
\psi_R(z + h) = \exp \left[ \frac{i}{4h} \psi^2 \right] \psi_R(z + h/2).
\]

(3.13)

The three steps indicated by Eqs. (3.11)–(3.13) are repeated \( M \) times to complete the propagation in the nonlinear medi-
\[ \psi(x, D) = (-iF)^{1/2} \int_{-1}^{+1} \exp(i\pi F|x - y|)^2 \psi(y, 0) dy, \]  
\[ \text{where } F \text{ is the Fresnel number of the calculation, i.e., } F = a^2/\lambda D. \text{ Outside the geometrical shadow of the beam the integral, } Eq. (3.20), \text{ may be approximated using the formula} \]
\[ \int_a^b \exp(-itf(y))dy = \frac{i}{t} \left( \frac{\exp(-itf(b))}{f'(b)} - \frac{\exp(-itf(a))}{f'(a)} \right), \]
\[ \text{which yields for the intensity at } z = D \]
\[ |\psi(x, D)|^2 = \frac{F}{4\pi^2} \left[ \frac{1}{(F + C - Fx)^2} + \frac{1}{(F + C + Fx)^2} + \frac{2\cos(4\pi Fx)}{(F + C + Fx)(F + C - Fx)} \right]. \]
\[ \text{Integrating this expression from } G \to 0 \text{ and dropping the cosine term for large } F, \text{ we find that the fraction of energy lost to the region } |x| \geq G \text{ is given approximately by} \]
\[ \epsilon_1(G) \approx \frac{1}{2\pi^2F G^2 - 1 - 2DG/B}. \]
\[ \text{When the mirror is plane, } B = \infty \text{ and } G \gg 1, \text{ we find that} \]
\[ \epsilon_1(G) \approx \frac{1}{2\pi^2F G - 1}, \]
\[ \text{which leads to a condition on the guard-band ratio} \]
\[ G \geq 1 + \frac{1}{2\pi^2F \epsilon_1} \]  
\[ \text{that is identical to Eq. (16) of Ref. 19. In our simulations for a resonator of length } d = D, D/B = 0.6, \text{ and } G \geq 4, \text{ so that the difference between condition (3.25) and the more complex condition obtained from approximation (3.23) is negligible. However, for higher curvatures, the simpler condition (3.25) may not be sufficiently severe.} \]

In a similar manner we obtain the energy aliased into higher frequencies. The Fourier transform of \( \psi(x, 0) \) in Eq. (3.19) is given by
\[ \phi(\nu) = \int_{-1}^{+1} \exp(2\pi i\nu x) \exp(i\pi Cx^2) dx. \]
\[ \text{For frequencies } \nu > C \text{ the phase is stationary outside the interval of integration: We use Eq. (3.21) and find that} \]
\[ |\phi(\nu)|^2 = \frac{1}{4\pi^2C^2} \left[ \frac{1}{(1 - \nu/C)^2} + \frac{1}{(1 + \nu/C)^2} + \frac{2\cos(4\pi F\nu)}{(1 - \nu^2/C^2)} \right]. \]
\[ \text{The energy aliased into modes with frequencies greater than } \nu_{\text{max}} \text{ is obtained by integrating this expression from } \nu_{\text{max}} \text{ to } \infty, \text{ and the fractional loss is given by} \]
\[ \epsilon_2 = \frac{1}{2\pi^2\nu_{\text{max}}^2} \frac{1}{1 - (C/\nu_{\text{max}})^2}, \]
\[ \text{where the rapidly oscillating term in condition (3.27) has been dropped. For a Fourier transform with } N_p \text{ points, we have} \]
\[ \nu_{\text{max}} = N_p/4G. \text{ In Eq. (3.20) } C = 2FD/B, \text{ where } D \text{ is the resonator length and } B \text{ is the mirror curvature. In order to keep the aliasing error below } \epsilon_2, \text{ therefore, } N_p \text{ must satisfy} \]
\[ N_p \geq \frac{G}{\pi^2\epsilon_2^2} \left[ 1 + (1 + 16C^2\epsilon_2^2)^{1/2} \right]. \]  
Again, for the case of a plane mirror (\( C = 0 \)), it reduces to the condition given in Ref. 19.

C. Edge Diffraction

In unstable resonators the optical beam emerges from around the edges of a sharp output mirror. The resulting edge diffraction of the reflected wave introduces fine ripples into the electromagnetic-field distribution inside the resonator. As the Fresnel number increases, these rapid transverse oscillations in the field decrease in amplitude but increase in frequency. Accordingly, when the free-space propagation of the reflected edge-diffracted wave is performed using FFT methods, a large number of points is required to obtain even moderate accuracy. Sziklas and Siegman have obtained a condition on \( N' \) required to sample the fine-grained ripple at the output mirror that arises from edge diffraction on the opposite edge of the input mirror. They obtain
\[ N'_p \geq 4G(G + 1)F = N_p + 8FG, \]
\[ \text{where } N_p \text{ satisfies approximation (3.29) and the second equality follows from condition (3.25) and the choice } \epsilon_1 = \epsilon_2. \text{ This criterion is far more stringent than condition (3.29). As was noted in Ref. 19, it is equivalent to the requirement that the transform be sampled accurately even in regions where the field is small. Lax et al. have developed a more efficient CFT algorithm. For completeness the details are presented in Appendix A. In Section 5 we compare the converged resonator field distribution obtained using the FFT with that obtained with the CFT, the distinction arising only at the sharp mirror: Free-space propagation inside the gain medium is effected by using the FFT in both cases.} \]

D. Boundary Conditions

Equations (2.8) and (2.9) describing the propagation of the forward and the backward waves are solved subject to the boundary conditions appropriate for an unstable resonator. The geometry of the resonator is shown in Fig. 1. The output mirror at \( z = 0 \) and the large mirror at \( z = d \) have radii of curvature \( b_1 \) and \( b_2 \), respectively; \( R_1 \) and \( R_2 \) are the corresponding intensity-reflection coefficients. When the light beam reflects from any of the two mirrors, the finite curvature of the mirror introduces a space-dependent phase shift. Assuming that the radii of curvature \( b_1 \) and \( b_2 \) are large in comparison with the beam width, the boundary conditions at the left-hand mirror at \( z = 0 \) become
\[ \Psi_R(x, y, 0) = -\sqrt{R} \Psi_L(x, y, 0) \exp[-ik(x^2 + y^2)/b_1], \]
\[ \text{or for } |x|, |y| \leq a \text{ and zero otherwise. } R \text{ is the mirror reflectivity, and the finite size of the output mirror has been taken into account. The field } \Psi_L(x, y, 0) \text{ for } |x|, |y| \geq a \text{ is the laser output and does not get reflected into the resonator. The boundary condition at the right-hand mirror at } z = d \text{ is} \]
\[ \Psi_L(x, y, d) = -\sqrt{R} \Psi_R(x, y, d) \times \exp(2ikd) \exp[-ik(x^2 + y^2)/b_2], \]
\[ \text{where the mirror is assumed to be large in comparison with} \]
the beam dimensions. It will be assumed that the laser frequency \( \omega \) is tuned to the cavity and that
\[
kd = m \nu.
\]

E. Geometrical-Optics Approximation

A qualitative understanding of the resonator behavior can be obtained in the geometrical-optics approximation. In this approximation the diffraction is neglected, and only the geometrical losses arising from beam spreading are incorporated. A useful parameter in such an analysis is the round-trip magnification
\[
M = M_R M_L,
\]

where \( M_R \) and \( M_L \) are the linear magnifications of the right- and left-going waves, respectively. Applying the imaging formulas of geometrical optics to the resonator configuration of Fig. 1, one obtains
\[
M_R = g_1 \left[ 1 + (1 - 1/g_R g_2)^{1/2} \right],
\]

\[
M_L = g_2 \left[ 1 + (1 - 1/g_R g_2)^{1/2} \right],
\]

where
\[
g_i = \left[ 1 - \frac{d}{b_i} \right], \quad i = 1, 2,
\]

and is not to be confused with the gain \( g_R \) and \( g_L \) introduced in Section 2. For a positive-branch confocal unstable resonator (see Fig. 1), often employed in actual experimental setups, \( b_1 < 0 \) and \( b_2 > 0 \), and \( b_1 + b_2 = 2d \). Using Eqs. (3.34)–(3.37), it is easy to verify that \( M_L = 1 \) and \( M = M_R = |b_2/b_1| \).

The empty-resonator modes are characterized by the round-trip magnification \( M \) and the Fresnel number (defined with respect to the small mirror)
\[
F = a^2/\lambda d = ka^2/(2\pi d),
\]

where \( a \) is the half-width of the small (output) mirror and \( \lambda \) is the radiation wavelength. The equivalent Fresnel number \( F_{eq} \) and the collimated, or tube, Fresnel number \( F_T \) are given by
\[
F_{eq} = 1/4(M - 1)F, \quad F_T = M^2 F.
\]

In the geometrical-optics approximation the field equations (2.8) and (2.9) are written in terms of the intensity and the phase variables using \( \psi = \sqrt{2} \exp(iS) \mu = R, L \); all transverse variation in \( I_R \) and \( S_R \) is neglected. The ray slopes related to \( \nabla S \) are found to be independent of \( z \), and their values depend on the magnifications \( M_R \) and \( M_L \). Using Eqs. (2.8) and (2.9), the intensities \( I_R \) and \( I_L \) are found to satisfy the following set of two coupled first-order nonlinear differential equations:
\[
\frac{dI_R}{dz} + 2 \left[ \frac{(M_R - 1)}{d + (M_R - 1)z} \right] I_R = \text{Re} (g_R) I_R, \tag{3.40}
\]
\[
\frac{dI_L}{dz} + 2 \left[ \frac{(M_L - 1)}{d + (M_L - 1)(d - z)} \right] I_L = -\text{Re} (g_L) I_L, \tag{3.41}
\]

where the factor of 2 in the second term of Eqs. (3.40) and (3.41) is absent for a two-dimensional strip unstable resonator. For the case of an empty resonator, \( g_R = g_L = 0 \), Eqs. (3.40) and (3.41) are readily solved. In a round trip the intensity decreases by a factor of \( M^{-2} (M^{-1} \text{ for a strip resonator}) \), and the geometrical power loss per round trip that is due to beam spreading is \( (1 - M^{-2}) \). Note that it is independent of the Fresnel number \( F \) given by Eq. (3.38). The power loss obtained by a numerical solution of Eqs. (2.8) and (2.9) is found to be less than the geometrically predicted loss and shows an intricate dependence on \( F \).

To illustrate the effects of mutual gain interference on \( I_L \) and \( I_L \), Eqs. (3.40) and (3.41) were solved numerically.\(^{27}\) It was found that even in the geometrical-optics approximation the interference of the right- and left-going waves modifies the output intensity by more than 10%.

In Section 5 the effects of gain interference on the output intensity and on the transverse variation of the cavity fields are studied in detail. The geometrical-optics solutions presented here serve as a guide and provide a qualitative comparison with the numerical results. We have also used the solution to Eqs. (3.40) and (3.41) to provide starting fields for the full three-dimensional simulation. This approach can enhance the convergence of the iteration procedure and save computer time.

4. NUMERICAL PROCEDURE

In this section we describe the procedure for the numerical solution of Eqs. (2.8) and (2.9) based on the methods of Section 3. Our aim is to develop a computer code with minimum core requirements applicable to resonators of large Fresnel number \( F \).

The calculational procedure adopted in the past\(^{18,19}\) solves one of the two equations for each half round trip. Equation (2.8) or (2.9) is used when the beam is propagating to the right or to the left, respectively. The calculation of the saturated gain, Eq. (2.10), requires the knowledge of \( |\Psi_R|^2 \) and \( |\Psi_L|^2 \) simultaneously. To this end, the intensity \( |\Psi_L|^2 \) is saved in core at the gain sheets when the field \( \Psi_R \) (\( \Psi_L \)) is being propagated. The core requirements for such a procedure are large and increase with the number of gain sheets. The method was used for small values \( F \approx 1 \).

It has been pointed out\(^{26}\) that a substantial reduction in memory is achieved when Eqs. (2.8) and (2.9) are integrated simultaneously. Further, the storage requirements are independent of the number of gain sheets, which is chosen to satisfy the criterion given by expression (3.10). The numerical code that we have developed solves the forward and the backward waves simultaneously and can be used for large values of \( F \).

On the backward propagation of the left- or right-going wave, the corresponding optical field experiences loss instead of gain, and, in unstable resonators, it contracts instead of expanding. The inverse diffraction problem is similar in difficulty to the diffusion equation solved backward in time, and it is expected that the method will have several limitations. This difficulty would be severe if the backward integration were pursued for more than one trip between mirrors. At each mirror, however, the result of the forward integration is used as the starting field for the next backward integration. Thus errors in the backward integration do not accumulate for more than one half-cycle. As long as the distance between the mirrors is less than a diffraction length, there is no difficulty in handling the sharpening, or "undiffraction," that occurs during the backward integration. This criterion is well...
satisfied in the case of unstable resonators, since the ratio of the cavity length to the diffraction length \( d/l = (2\pi F)^{-1} \) and the Fresnel number \( F \gg 1 \). The numerical results of Section 5 are obtained using this proposed scheme of simultaneous forward and backward integration of the cavity fields. To compare this scheme with the conventional method, in which only the left- or right-going wave is integrated in forward direction and the integrated gain is saved at each gain sheet, we repeated the calculations of the resonator field, and the results of two methods were identical in accuracy. Our method converged more rapidly because, in computing the gain, the most recent values of the intensities are used. The chief advantage of our method, however, is that the memory requirements are reduced by a factor equal to the number of the gain sheets since the need to save the gain at each sheet is obviated.

A transverse mesh of \( N_xN_y \) points, where \( N_x \) and \( N_y \) are a number of points in the \( x \) and \( y \) directions, respectively, is chosen to represent the complex fields \( \Psi_R \) and \( \Psi_L \). In the absence of any transverse flow and inhomogeneities in the gain medium, the mesh is chosen to cover only one quadrant of the \( x-y \) plane \((x > 0 \text{ and } y > 0)\) after assuming the rectangular symmetry; this reduces the storage by a factor of 4. For square-shaped mirrors, \( N_x = N_y \). However, by choosing \( N_y = 1 \), one obtains results for a strip (one transverse dimension) resonator. A guard-band ratio \( G > M \) is chosen to ensure proper working of the FFT (see Ref. 19). Here \( M \) is the round-trip magnification given by Eq. (3.34). The mesh dimensions are \( Ga \), where \( a \) is the mirror half-width. Other parameters, such as the resonator length \( d \), the mirror curvatures \( b_1 \) and \( b_2 \), the mirror reflectivity \( R \), the Fresnel number \( F \), the small-signal gain \( g_0 \), and the detuning parameter \( \Omega \), are supplied to the program.

A known field distribution \( \Psi_L(0) \) is chosen to start the iterative procedure. The reflection at the output mirror yields \( \Psi_R(0) \) given by Eq. (3.31). To come to the beginning of the gain medium at \( z = d_1 \) (see Fig. 1), the CPT is used to retropropagate the field \( \Psi_R(0) \) to obtain \( \Psi_R(d_1) \). Since \( \Psi_R(0) \) has no discontinuities, we always use the FFT to retropropagate the left-going wave backward to obtain \( \Psi_L(d_1) \) of the previous round trip.

As we mentioned in Section 3, the gain medium is divided into gain sheets whose number is given as input data and is chosen to satisfy the criterion given by expression (3.10). The position of the gain sheets is shown in Fig. 1. The fields \( \Psi_R \) and \( \Psi_L \) are propagated from one segment to the next following the prescription of Eqs. (3.11)-(3.13) until one obtains the fields \( \Psi_R(d_2) \) and \( \Psi_L(d_2) \) at the end of gain medium. The integral in Eq. (3.12) for the total integrated gain is approximated by two methods: the trapezoidal rule as in expression (3.14) and the midpoint formula as in Eq. (3.15). When expression (3.14) is used, the integrated gain is obtained only through a self-consistent iterative procedure, which requires that \( \Psi_R \) and \( \Psi_L \) at two adjacent segments be available. The iteration procedure, however, requires four \( N_xN_y \) additional locations in memory. Use of Eq. (3.15) makes the code faster and demands less storage capacity. The desired accuracy can often be obtained by increasing the number of gain sheets.

At \( z = d_2 \), \( \Psi_R(d_2) \) is propagated to the mirror at \( z = d \), where, on reflection, \( \Psi_L(d_1) \) is obtained. [Thus it is unnecessary to propagate \( \Psi_L(d_2) \) to this mirror.] \( \Psi_L(d_1) \) is used for the half round trip from \( z = d \) to \( z = 0 \) to obtain \( \Psi_L(0) \), while \( \Psi_R \) is propagated backward whenever saturation gain is to be computed in the manner just described. On arrival of the field at \( z = 0 \) a single round trip has been completed, and the procedure is iterated to convergence. As a crude check on convergence, we compute two quantities, the integrated intensity, proportional to the power \( P \), and the variance \( \sigma_z^2 \) of the intensity distribution at the output mirror at \( z = 0 \):

\[
P = \iint |\Psi_L|^2 \, dx \, dy,
\]

\[
\sigma_z^2 = \frac{1}{P} \iint |\Psi_L|^2 \sigma_z^2 \, dx \, dy.
\]

We assume that convergence has been achieved when the change in both \( P \) and \( \sigma_z \) on two successive round trips is less than \( \epsilon \), where \( 10^{-3} \leq \epsilon \leq 10^{-2} \). A detailed comparison between fields is, however, needed to verify genuine convergence. For empty resonators the fields are renormalized after each round trip, and the iteration is continued until the change in the power loss, \( 1 - P(\text{current})/P(\text{previous}) \), is less than \( \epsilon \). For empty-resonator simulations, a simple Gaussian distribution with a prescribed power and variance [given by Eqs. (4.1) and (4.2), respectively] was used as an initial guess for the starting field, \( \Psi_L(0) \). For loaded resonator simulations we used the solution to the one-dimensional geometrical-optics equation (3.37) and (3.38) to obtain an estimate of the power levels. This procedure does not, of course, determine the shape of the starting field, and we used either a Gaussian or a rectangular distribution. With the use of the geometrical-optics solution the convergence rates were slightly enhanced compared with the case when the starting power is chosen arbitrarily.

Finally, we note that the gain medium used here has been characterized only by Eq. (2.10): No gain profile has been specified. This omission could lead to numerical instability if the larger relative errors in the fields near \( x = G \) were significantly amplified. Therefore a Fermi-function gain profile was used to suppress amplification of the fluctuations in the wings. For numerical purposes, the small signal gain \( g_0 \) is replaced by \( g_0(x)g_0(y) \), with

\[
g_0(x) = \left[ 1 + \exp\left( 20(x_0 - x) \right) \right]^{-1},
\]

where \( x_0 = 0.8Ga \), \( G \) being the guard-band ratio as before. In Section 5 we compare results obtained with and without gain cut.

5. RESULTS AND DISCUSSION

In this section we present the numerical results obtained using the unstable-resonator algorithm described in previous sections. The geometry of the confocal unstable resonator is shown in Fig. 1. The resonator parameters were chosen corresponding to an actual experimental setup. The mirrors were separated by a distance of 7.3 m, and the 2-m-long gain medium was situated at a distance of 3.3 m from the output mirror at \( z = 0 \). The small and large mirrors have the radii of curvature, respectively, \( b_1 = 11.68 \text{ m} \) and \( b_2 = 26.28 \text{ m} \), and in the confocal geometry used \( b_2 - b_1 = 2d \). Further, the left- and right-going wave magnifications are \( M_L = 1 \) and \( M_R = \left[ b_2/b_1 \right] = 2.25 \), giving the round-trip magnification \( M = M_R \times M_L = 2.25 \). The value of \( M \) is kept fixed in all the numerical results presented here. The half-width of the large mirror is assumed to be sufficiently greater than \( Ma \), so edge effects from this mirror are negligible. Here \( a \) is the small-mirror...
half-width. The transverse coordinates $x$ and $y$ are measured in units of $a$, which therefore enters only through the magnitude of the Fresnel number $F$ given by Eq. (3.38). The guard-band ratio $G = x_{\text{max}}/a$ (where $x_{\text{max}}$ is the maximum transverse distance at which the field is calculated) is chosen according to the criteria discussed in Section 3. Clearly $G > M$, and we require that the resonator field remain zero for $x > Ga$ during the entire simulation. The number of mesh points is chosen according to the criteria specified in Section 3.

A. Bare Resonator

Before presenting our numerical results for a loaded unstable resonator, we briefly consider the case of a strip bare resonator. This is useful for the purpose of code checking. In contrast to previous work, we employ the CFT algorithm that is capable of handling edge diffraction accurately. In Figs. 2 and 3 we show the normalized intensity distribution $I_{\text{AIL}}(x,0)^2$ at the small mirror when the left-propagating wave has just arrived at the plane $z = 0$. The mode profile corresponds to the lowest-loss transverse mode of the unstable resonator. Only the positive half ($x > 0$) region is shown, because of reflection symmetry (about $x = 0$) in the transverse direction. The figures are drawn for a moderate value $F = 5$ ($F_{\text{eq}} = 2.8125$) and for a relatively large value $F = 50$ ($F_{\text{eq}} = 28.125$) of the Fresnel number given by Eq. (3.38). In the geometrical-optics limit $F \rightarrow \infty$, the intensity distribution is constant for $|x| < Ma$ and zero outside this region. For finite values of $F$ the detailed qualitative features of the mode profile arise from edge diffraction that introduces spatial oscillations (ripples) in the intensity distribution. A comparison of Figs. 2 and 3 shows that as $F$ increases, the spatial frequency of the ripples increases, while their amplitude decreases as $F^{-1/2}$. Figure 3(b) shows an enlarged view of the intensity profile for $F = 50$ over the region $|x| \leq a$. The phase profiles (not shown) display qualitatively similar behavior. For $|x| \leq Ma$, the phase is almost constant, in accordance with the geometrical-optics approximations. Edge diffraction introduces small deviations whose amplitude decreases with $F$. Note that the often-used tube Fresnel number $F_T = M^2 F$ is about 250 in Fig. 3—much larger than used in most previous work.

To quantify the improvement achieved with CFT, Figs. 4 and 5 show the intensity and the phase profiles of the bare-resonator mode obtained using the CFT and the FFT algorithms. It is important to stress that the two algorithms differ in their performance only when the field has a sharp discontinuity such as the one occurring at the output-mirror edge. Once the field has been propagated away from the output mirror, only the FFT is used in both cases in view of its faster execution. Figures 4 and 5 are drawn for a moderately large value of $F = 10$ with the number of mesh points $N = 200$. A direct comparison shows that significant quantitative deviations ($\sim 10\%$) occur when the FFT is replaced with the CFT.

![Fig. 2. Normalized intensity distribution at z = 0 of the lowest-loss mode of a strip bare confocal unstable resonator with the Fresnel number F = 5 and round-trip magnification M = 2.25.](image)

![Fig. 3. Normalized intensity profile of a strip bare confocal unstable resonator with F = 50. The other parameters are identical to those of Fig. 2. To resolve the rapid transverse variations, (b) shows an enlarged view covering only the small-mirror region x \leq a.](image)
multiplicative factor, to that obtained for a strip resonator. This is not surprising, owing to linearity of Eqs. (2.8) and (2.9) in the absence of gain.

B. Loaded Resonator

For a loaded resonator the forward and backward waves experience intensity-dependent gain and phase shift during propagation inside the gain medium. These are calculated using Eq. (2.10) or (2.12) for given values of the small-signal gain $g_0$ and the detuning parameter $\Omega$. We now study the effect of saturated gain on the mode profile of a loaded unstable resonator. The resonator parameters are identical to those used for the bare-resonator case. A moderately large Fresnel number $F = 10$ is chosen with $M = 2.25$, such that the

Furthermore, the use of the FFT appears to smooth out the intensity and phase profiles. Physically, this smoothing is due to a basic limitation of the FFT procedure that cannot adequately represent the sharp discontinuity at the mirror edge. By contrast, the CFT was developed to handle this discontinuity in an exact manner.\textsuperscript{34,35} The FFT accuracy can be improved by increasing $N$. This was verified for a twofold increase in $N$ to 400. For this case, the CFT results were almost unchanged, while the FFT results showed a better agreement with those of the CFT.

The case of a three-dimensional bare resonator with square mirrors is considered by choosing $N = N_x = N_y$ to be the same in the two transverse directions. The resulting intensity profile $|\psi_L(x, y, 0)|^2$ for a given $y$ is identical, within a constant factor, to that obtained for a strip resonator arising from the amplification of wing fluctuations. The intensity profile is shown (a) with uniform small-signal gain and (b) with the Fermi profile using Eq. (4.3) with $x_0 = 4a$. In both cases $g_0d = 10$ and the intensity is normalized to the saturation intensity.
The gain formulas, Eqs. (2.10) and (2.12), respectively, are used.

It should be noted that the transverse variations of small-signal gain $g_0$ can be readily incorporated in the computer code. If $g_0$ is assumed to be uniform, a problem arises since small fluctuations in the wings of the mode profile are significantly amplified during each round trip. This could lead to numerical instability for the high-gain case, as shown in Fig. 6 for $gd = 10$. As we mentioned in Section 4, the instability can be avoided by using a gain cut so that $g_0$ reduces to zero in the wings of the mode profile [see Eq. (4.3)]. This is not a limitation since real devices have a gain medium of fine extent. Figure 6(b) shows the effect of using the Fermi-function gain profile given by Eq. (4.3). As is evident, amplified wing fluctuations are suppressed, while the mode structure remains unaffected.

As we mentioned in Section 2, interference between the forward and backward waves in a standing-wave cavity modifies the gain experienced by them. This is a new feature not included in previous work. The modified gain formula (2.10) was used in Ref. 27 to study interference effects in an unstable resonator in the geometrical-optics approximation ($F = \infty$). Figure 7 shows the change in the mode profile that is due to standing-wave interference for $F = 10$ and $gd = 4$. Although the qualitative features remain unchanged, significant quantitative deviations (up to 30%) occur. It is interesting to note that the detailed mode structure is largely unaffected, i.e., the number of peaks and their relative positions remain the same. This can be understood by noting that peak positions are governed by edge diffraction and the gain only enhances the amplitude of each peak. The effect of standing-wave interference is to reduce the peak heights. Clearly, the extracted power would also be less.

To see the effect of saturated gain on the mode profile, Fig. 7 should be compared with Fig. 4 obtained for a bare resonator with the same value of $F$. Again, we note that the features such as the number of peaks and their relative positions are unaffected by gain, supporting the view that they represent a manifestation of edge diffraction. However, each peak is amplified by a different amount, and the overall intensity distribution changes significantly with gain. A qualitatively similar behavior is found to occur for three-dimensional loaded unstable resonators.

Finally, we consider the off-resonance case when the laser is detuned from the gain-line center. Figure 8 shows the intensity distribution for $\Omega = 1$, corresponding to the shift of the laser frequency by an amount equal to the homogeneous line width. The other parameters are identical to those in Fig. 7. The mode profiles are shown with and without including the standing-wave interference effects. A direct comparison of Figs. 7 and 8 shows that the laser detuning from the gain-line center reduces the power carried by the mode without affecting the detailed mode structure. Further, the standing-wave effects are now more pronounced. These results are in qualitative agreement with and support those obtained previously in the geometrical-optics approximation.

6. CONCLUSIONS

The electromagnetic-field distribution in loaded unstable resonators is considered using an iterative approach based on the beam-propagation method. By a simultaneous integration of the forward and backward waves, storage requirements are minimized so that the resulting code can be used for large Fresnel numbers. To account for edge diffraction occurring at the small mirror, a CFT algorithm is developed and used. We find that the use of FFT invariably produces smoothing of the mode profile unless an extraordinarily large number of mesh points are used. For our calculations we have used a modified gain formula that incorporates the effects of interference between the forward and backward waves. It is found that this interference reduces the mode power significantly,
and the relative decrease increases with the detuning of the laser frequency from the gain-line center. Since the interference effects become less important for a flowing gain medium, the axial gas flow may help to increase the power extraction efficiency of a high-power laser system. An important result is that the saturated gain does not alter the number of peaks and their relative positions in the near-field intensity distribution. This supports the view that these features arise from edge diffraction and the saturated gain simply amplifies each peak, albeit by a different amount depending on the peak intensities.

APPENDIX A: OUTLINE OF THE CONTINUOUS-FOURIER-TRANSFORM ALGORITHM

The CFT algorithm used here is based on a quadrature formula for Fourier integrals derived by Marsden and Taylor in which the integral

$$ g(\mu) = \int_a^b \exp(i \mu x)f(x)dx $$

(A1)

is approximated by

$$ g(\mu) = hAB \left\{ \sum_{n=0}^{N} \exp(i \mu x_j)f(x_j) - \frac{1}{2}f(x_0)e^{i \mu a} - \frac{1}{2}f(x_N)e^{i \mu b} \right\} - ihA \times \sum_{r=0}^{k-1} i[r]C_r[f(r)(x_N)e^{i \mu b} - f(r)(x_0)e^{i \mu a}] + Rf, $$

(A2)

where $h = (b-a)/N$ and $x_j = a + hj$. The coefficients $A(\mu h, k), B(\mu h, k),$ and $C_r(\mu h, k)$ are chosen so that the error $Rf$ vanishes when $f(x)$ is a spline of order $k$ with knots at $x_j$ for $k$ even and at $x_j + 1/2h$ for $k$ odd. For $k = 4$ (a cubic spline) and $u = \mu h$, these coefficients are given by

$$ A = 3/(2 + \cos u), $$

(A3)

$$ B = [(u/2)\sin(u/2)]^4, $$

(A4)

$$ C_0 = -12\sin^2(u/2)\sin u)/3u^4, $$

(A5a)

$$ C_1 = [u(2 + \cos u) - 12\sin^2(u/2)]/3u^4, $$

(A5b)

$$ C_2 = [u(2 + \cos u) - 3\sin(u/2)]/3u^4, $$

(A5c)

$$ C_3 = 0. $$

(A5d)

For small $u$ expressions (A4) and (A5) for $B$ and $C_r$ are numerically unstable and must be replaced by a power series in $u$. Such power series were given by Einarsson for the cubic spline. However, the quadrature formula (A2) of Marsden and Taylor is completely general and holds for all $k$.

Equation (A2) is directly applicable when the function $f(x)$ is known. In our application to field propagation in unstable resonator cavities, however, $f(x)$ is known only at the mesh points $x_j$, and the function derivatives $f^{(r)}(x)$ required in Eq. (A2) are not readily available. Instead, we have used a third-order forward (backward) difference approximation to the function derivatives at the left (right) end points, respectively. Marsden and Taylor, citing a theorem of Swartz and Varga, have pointed out that this approximation should result in formulas for which the optimal error still obtains.

Since in many applications the transform $g(\mu)$ is required for generally many values of $\mu$, a numerically efficient evaluation of the first summation in Eq. (A2) is desirable. We consider a uniformly spaced set of frequencies:

$$ \mu = \mu_0 + m\Delta \mu, \quad m = 0, 1, \ldots, M. $$

(A6)

For $M = N, \mu_0 = 0$, and $\Delta \mu = 2\pi/(b-a)$, this summation may be carried out directly by using the FFT. However, for many applications this choice is unnecessarily restrictive. For arbitrary $M, \mu_0$, and $\Delta \mu$, the sum

$$ s_m = \sum_{j=0}^{N-1} \exp[i(\mu_0 + \Delta \mu m)h_j]f_j $$

(A7)

may be evaluated by using the remarkable chirp $z$ transform, which, for a given input sequence $\psi_n$, obtains

$$ \phi_m = \sum_{n=0}^{N-1} z_m^{-n}\psi_n, \quad m = 0, 1, \ldots, M - 1, $$

(A8)

with $z$ given quite generally by

$$ z_m = z_0 W^{-m}, $$

(A9)

and in a time proportional to $L \log_2 L$, where $L$ is the number of points in the FFT used internally by the chirp $z$ transform and must satisfy

$$ L \geq M + N - 1. $$

(A10)

Comparison of Eqs. (A6) and (A7) with Eqs. (A8) and (A9) suggests the assignments

$$ z_0 = \exp[-i\mu_0 h], \quad W = \exp[i\Delta \mu h] $$

(A11)

for the evaluation of Eq. (A7).
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